Glossary

**Adjoint** – For a finite-dimensional linear map (i.e., a matrix $A$), the adjoint $A^*$ is given by the complex conjugate transpose of the matrix. In the infinite-dimensional context, the adjoint $\mathcal{A}^*$ of a linear operator $\mathcal{A}$ is defined so that $\langle \mathcal{A} f, g \rangle = \langle f, \mathcal{A}^* g \rangle$, where $\langle \cdot, \cdot \rangle$ is an inner product.

**Closed-loop control** – A control architecture where the actuation is informed by sensor data about the output of the system.

**Coherent structure** – A spatial mode that is correlated with the data from a system.

**Compressed sensing** – The process of reconstructing a high-dimensional vector signal from a random undersampling of the data using the fact that the high-dimensional signal is sparse in a known transform basis, such as the Fourier basis.

**Compression** – The process of reducing the size of a high-dimensional vector or array by approximating it as a sparse vector in a transformed basis. For example, MP3 and JPEG compression use the Fourier basis or wavelet basis to compress audio or image signals.

**Control theory** – The framework for modifying a dynamical system to conform to desired engineering specifications through sensing and actuation.

**Data matrix** – A matrix where each column vector is a snapshot of the state of a system at a particular instant in time. These snapshots may be sequential in time, or they may come from an ensemble of initial conditions or experiments.

**DMD amplitude** – The amplitude of a given DMD mode as expressed in the data. These amplitudes may be interpreted as the significance of a given DMD mode, similar to the power spectrum in the FFT.

**DMD eigenvalues** – Eigenvalues of the best-fit DMD operator $A$ (see dynamic mode decomposition) representing an oscillation frequency and a growth or decay term.

**DMD mode (also dynamic mode)** – An eigenvector of the best-fit DMD operator $A$ (see dynamic mode decomposition). These modes are spatially coherent and oscillate in time at a fixed frequency and a growth or decay rate.

**Dynamic mode decomposition (DMD)** – The leading eigendecomposition of a best-
fit linear operator $A = X'X'$ that propagates the data matrix $X$ into a future data matrix $X'$. The eigenvectors of $A$ are DMD modes and the corresponding eigenvalues determine the time dynamics of these modes.

**Dynamical system** – A mathematical model for the dynamic evolution of a system. Typically, a dynamical system is formulated in terms of ordinary differential equations on a state-space. The resulting equations may be linear or nonlinear and may also include the effect of actuation inputs and represent outputs as sensor measurements of the state.

**Eigensystem realization algorithm (ERA)** – A system identification technique that produces balanced input-output models of a system from impulse response data. ERA has been shown to produce equivalent models to BPOD and DMD under some circumstances.

**Emission** – The measurement functions for an HMM.

**Equation-free modeling (EFM)** – The process of characterizing a dynamical system through measurement data as opposed to first principles modeling of physics. It is important to note that equation-free modeling does result in equations that model the system, but these methods are data driven and do not start with knowledge of the high-fidelity governing equations.

**Feedback control** – Closed-loop control where sensors measure the downstream effect of actuators, so that information is fed back to the actuators. Feedback is essential for robust control where model uncertainty and instability may be counteracted with fast sensor feedback.

**Feedforward control** – Control where sensors measure the upstream disturbances to a system, so that information is fed forward to actuators to cancel disturbances proactively.

**Hidden Markov model (HMM)** – A Markov model where there is a hidden state that is only observed through a set of measurements known as emissions.

**Hilbert space** – A generalized vector space with an inner product. When used in this text, a Hilbert space typically refers to an infinite-dimensional function space. These spaces are also complete metric spaces, providing a sufficient mathematical framework to enable calculus on functions.

**Incoherent measurements** – Measurements that have a small inner product with the basis vectors of a sparsifying transform. For instance, single-pixel measurements (i.e., spatial delta functions) are incoherent with respect to the spatial Fourier transform basis, since these single-pixel measurements excite all frequencies and do not preferentially align with any single frequency.

**Kalman filter** – An estimator that reconstructs the full state of a dynamical system from measurements of a time series of the sensor outputs and actuation inputs. A Kalman filter is itself a dynamical system that is constructed for observable systems to stably converge to the true state of the system. The Kalman filter is optimal for linear
systems with Gaussian process and measurement noise of a known magnitude.

**Koopman eigenfunction** – An eigenfunction of the Koopman operator. These eigenfunctions correspond to measurements on the state-space of a dynamical system that form intrinsic coordinates. In other words, these intrinsic measurements will evolve linearly in time despite the underlying system being nonlinear.

**Koopman operator** – An infinite-dimensional linear operator that propagates measurement functions from an infinite-dimensional Hilbert space through a dynamical system.

**Least-squares regression** – A regression technique where a best-fit line or vector is found by minimizing the sum of squares of the error between the model and the data.

**Linear system** – A system where superposition of any two inputs results in the superposition of the two corresponding outputs. In other words, doubling the input doubles the output. Linear time-invariant dynamical systems are characterized by linear operators, which are represented as matrices.

**Low rank** – A property of a matrix where the number of linearly independent rows and columns is small compared with the size of the matrix. Generally, low-rank approximations are sought for large data matrices.

**Markov model** – A probabilistic dynamical system where the state vector contains the probability that the system will be in a given state; thus, this state vector must always sum to unity. The dynamics are given by the Markov transition matrix, which is constructed so that each row sums to unity.

**Markov parameters** – The output measurements of a dynamical system in response to an impulsive input.

**Moore’s law** – The observation that transistor density, and hence processor speed, increase exponentially in time. Moore’s law is commonly used to predict computational power and the associated increase in the scale of problem that will be computationally feasible.

**Multiscale** – The property of having many scales in space and/or time. Many systems, such as turbulence, exhibit spatial and temporal scales that vary across many orders of magnitude.

**Observable function** – A function that measures some property of the state of a system. Observable functions are typically elements of a Hilbert space.

**Overdetermined system** – A system $Ax = b$ where there are more equations than unknowns. Usually there is no exact solution $x$ to an overdetermined system, unless the vector $b$ is in the column space of $A$.

**Perron–Frobenius operator** – The adjoint of the Koopman operator; an infinite-dimensional operator that advances probability density functions through a dynamical system.
**Power spectrum** – The squared magnitude of each coefficient of a Fourier transform of a signal. The power corresponds to the amount of each frequency required to reconstruct a given signal.

**Principal component** – A spatially correlated mode in a given data set, often computed using the SVD of the data after the mean has been subtracted.

**Principal component analysis (PCA)** – A decomposition of a data matrix into a hierarchy of principal component vectors that are ordered from most correlated to least correlated with the data. PCA is computed by taking the SVD of the data after subtracting the mean. In this case, each singular value represents the variance of the corresponding principal component (singular vector) in the data.

**Proper orthogonal decomposition (POD)** – The decomposition of data from a dynamical system into a hierarchical set of orthogonal modes, often using the SVD. When the data consists of velocity measurements of a system, such as an incompressible fluid, then POD orders modes in terms of the amount of energy these modes contain in the given data.

**Pseudoinverse** – The pseudoinverse generalizes the matrix inverse for nonsquare matrices, and is often used to compute the least-squares solution to a system of equations. The SVD is a common method to compute the pseudoinverse: given the SVD $X = U \Sigma V^*$, the pseudoinverse is $X^\dagger = V \Sigma^{-1} U^*$.

**Reduced-order model (ROM)** – A model of a high-dimensional system in terms of a low-dimensional state. Typically, an ROM balances accuracy with computational cost of the model.

**Regression** – A statistical model that represents an outcome variable in terms of indicator variables. Least-squares regression is a linear regression that finds the line of best fit to data; when generalized to higher dimensions and multilinear regression, this generalizes to PCR. Nonlinear regression, dynamic regression, and functional or semantic regression are used in system identification, model reduction, and machine learning.

**Restricted isometry property (RIP)** – The property that a matrix acts like a unitary matrix, or an isometry map, on sparse vectors. In other words, the distance between any two sparse vectors is preserved if these vectors are mapped through a matrix that satisfies the RIP.

**Singular value decomposition (SVD)** – Given a matrix $X \in \mathbb{C}^{n \times m}$, the SVD is given by $X = U \Sigma V^*$, where $U \in \mathbb{C}^{n \times n}$, $\Sigma \in \mathbb{C}^{n \times m}$, and $V \in \mathbb{C}^{m \times m}$. The matrices $U$ and $V$ are unitary, so that $UU^* = U^*U = I$ and $VV^* = V^*V = I$. The matrix $\Sigma$ has entries along the diagonal corresponding to the singular values ordered from largest to smallest. This produces a hierarchical matrix decomposition that splits a matrix into a sum of rank-one matrices given by the outer product of a column vector (left singular vector) with a row vector (conjugate transpose of right singular vector). These rank-one matrices are ordered by the singular value so that the first $r$ rank-one matrices form the best rank-$r$ matrix approximation of the original matrix in a least-squares sense.
**Snapshot** – A single high-dimensional measurement of a system at a particular time. A number of snapshots collected at a sequence of times may be arranged as column vectors in a data matrix.

**Sparsity** – A vector is sparse if most of its entries are zero or nearly zero. Sparsity refers to the observation that most data are sparse when represented as vectors in an appropriate transformed basis, such as a Fourier or POD basis.

**State-space** – The set of all possible system states. Often the state-space is a vector space, such as \( \mathbb{R}^n \), although it may also be a smooth manifold \( \mathcal{M} \).

**System identification** – The process by which a model is constructed for a system from measurement data, possibly after perturbing the system.

**Time-delay coordinates** – An augmented set of coordinates constructed by considering a measurement at the current time along with a number of times in the past at fixed intervals from the current time. Time-delay coordinates are often useful in reconstructing attractor dynamics for systems that do not have enough measurements, as in the Takens embedding theorem.

**Total least squares** – A least-squares regression algorithm that minimizes the error on both the inputs and the outputs. Geometrically, this corresponds to finding the line that minimizes the sum of squares of the total distance to all points, rather than the sum of squares of the vertical distance to all points.

**Uncertainty quantification** – The principled characterization and management of uncertainty in engineering systems. Uncertainty quantification often involves the application of powerful tools from probability and statistics to dynamical systems.

**Underdetermined system** – A system \( \mathbf{A} \mathbf{x} = \mathbf{b} \) where there are fewer equations than unknowns. Generally the system has infinitely many solutions \( \mathbf{x} \) unless \( \mathbf{b} \) is not in the column space of \( \mathbf{A} \).

**Unitary matrix** – A matrix whose complex conjugate transpose is also its inverse. All eigenvalues of a unitary matrix are on the complex unit circle, and the action of a unitary matrix may be thought of as a change of coordinates that preserves the Euclidean distance between any two vectors.
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Data-driven dynamical systems is a burgeoning field—it connects how measurements of nonlinear dynamical systems and/or complex systems can be used with well-established methods in dynamical systems theory. This is a critically important new direction because the governing equations of many problems under consideration by practitioners in various scientific fields are not typically known. Thus, using data alone to help derive, in an optimal sense, the best dynamical system representation of a given application allows for important new insights. The recently developed dynamic mode decomposition (DMD) is an innovative tool for integrating data with dynamical systems theory. The DMD has deep connections with traditional dynamical systems theory and many recent innovations in compressed sensing and machine learning.

Dynamic Mode Decomposition: Data-Driven Modeling of Complex Systems, the first book to address the DMD algorithm,

• presents a pedagogical and comprehensive approach to all aspects of DMD currently developed or under development;
• blends theoretical development, example codes, and applications to showcase the theory and its many innovations and uses;
• highlights the numerous innovations around the DMD algorithm and demonstrates its efficacy using example problems from engineering and the physical and biological sciences; and
• provides extensive MATLAB code, data for intuitive examples of key methods, and graphical presentations.

The core audience for this book is engineers and applied mathematicians working in the physical and biological sciences. It can be used in courses that integrate data analysis with dynamical systems.
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